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Abstract
The early detection and diagnosis of gastrointestinal tract diseases, such as ulcerative colitis, polyps, and 
esophagitis, are crucial for timely treatment. Traditional imaging techniques often rely on manual interpretation, 
which is subject to variability and may lack precision. Current methodologies leverage conventional deep learning 
models that, while effective to an extent, often suffer from overfitting and generalization issues on medical image 
datasets due to the intricate and subtle variations in disease manifestations. These models typically do not fully 
utilize the potential of transfer learning or advanced data augmentation, leading to less-than-optimal performance, 
especially in diverse real-world scenarios where data variability is high. This study introduces a robust model using 
the EfficientNetB5 architecture combined with a sophisticated data augmentation strategy. The model is tailored 
for the high variability and intricate details present in gastrointestinal tract disease images. By integrating transfer 
learning with maximal pooling and extensive regularization, the model aims to enhance diagnostic accuracy and 
reduce overfitting. The proposed model achieved a test accuracy of 98.89%, surpassing traditional methods by 
incorporating advanced regularization and augmentation techniques. The application of horizontal flipping and 
dynamic scaling during training significantly improved the model’s ability to generalize, evidenced by a low-test 
loss of 0.230 and high precision metrics across all classes. The proposed deep learning framework demonstrates 
superior performance in the automated classification of gastrointestinal diseases from image data. By addressing 
key limitations of existing models through innovative techniques, this study contributes to the enhancement of 
diagnostic processes in medical imaging, potentially leading to more accurate and timely disease interventions.

Keywords  Deep learning, Gastrointestinal diseases, EfficientNet, Image augmentation, Medical imaging, Transfer 
learning, Diagnostic accuracy, Data augmentation, Overfitting, Generalization, Machine learning, Automated 
classification, Ulcerative colitis, Polyps, Esophagitis
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Introduction
The identification and treatment of gastrointestinal (GI) 
tract disorders, including conditions like ulcerative coli-
tis, polyps, and esophagitis, pose a substantial challenge 
in the domain of medical diagnostics. These conditions, 
if not detected and treated early, can lead to severe health 
complications, including increased risk of cancer and life-
threatening emergencies. Traditionally, the diagnosis of 
these diseases heavily relies on endoscopic examination 
followed by histopathological analysis of biopsy samples. 
However, these methods are invasive, resource-intensive, 
and often subjective, depending on the specialist’s experi-
ence and expertise.

Deep learning methods have demonstrated promising 
outcomes in analyzing medical images, providing oppor-
tunities to assist and enhance clinical decision-making. 
Nevertheless, despite these advancements, applying 
deep learning in medical imaging, particularly for GI 
diseases, encounters substantial obstacles. These chal-
lenges include the variability in image quality, the subtle 
differences between disease states, and the generalization 
of models to new, unseen cases. Figure 1 shows some of 
the images of different classes of colon disease from the 
dataset.

The limitations of current endoscopic techniques 
include subjectivity in diagnosis, as traditional meth-
ods rely heavily on the visual assessment of gastroenter-
ologists, leading to variability in diagnostic accuracy and 
potential human error; invasiveness, as existing methods 
often require biopsies and physical tissue removal for 
histopathological examination, posing risks to patients; 
and resource intensity, as these procedures demand sig-
nificant time and specialized skills, limiting their avail-
ability and increasing healthcare costs. In contrast, deep 
learning offers potential solutions by enhancing diagnos-
tic accuracy through consistent analysis of visual data, 
reducing subjectivity and variability, and enabling the 
detection of subtle patterns that may be missed during 
manual examination. Moreover, improved accuracy in 
image-based diagnosis could reduce the need for inva-
sive biopsy procedures by facilitating more accurate non-
invasive diagnostics. Additionally, automated analysis can 

expedite the diagnostic process and lower costs, enhanc-
ing accessibility across diverse healthcare settings. Our 
study addresses these issues by utilizing a customized 
deep learning model based on the EfficientNetB5 archi-
tecture, which effectively manages the intricate details 
in endoscopic images due to its depth and complexity 
scaling. We also implement targeted data augmentation 
techniques to train the model to handle various imaging 
conditions, mimicking real-world variability in endo-
scopic examinations, and integrate sophisticated regular-
ization methods to prevent overfitting, ensuring that our 
model remains robust and generalizable across different 
clinical environments and patient populations.

Objectives of the research
This research seeks to overcome these limitations by cre-
ating a more robust and efficient deep learning model 
that utilizes the cutting-edge EfficientNetB5 architecture. 
The objectives of this study are twofold:

a)	 Enhance the generalization capabilities of deep 
learning models for GI disease diagnosis through 
innovative data augmentation techniques and 
advanced model regularization strategies.

b)	 Enhance diagnostic precision and efficiency by 
combining transfer learning with deep learning 
models, enabling the swift and accurate classification 
of GI tract diseases from endoscopic images.

Research design and methodology
To achieve these objectives, the research employs a com-
prehensive approach involving several key components:

c)	 Data Collection and Preprocessing: A curated 
dataset of endoscopic images labeled with four 
major GI disease categories is used. This dataset 
undergoes a series of preprocessing steps, including 
image resizing, normalization, and augmentation 
techniques such as horizontal flipping and random 
scaling to enhance model robustness.

Fig. 1  Sample Images from the dataset
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d)	 Model Development: Utilizing the EfficientNetB5 
architecture, known for its efficiency and 
effectiveness in handling complex image data, the 
study explores its application to medical imaging. 
The model includes several layers of regularization 
and dropout to combat overfitting, a common 
challenge in medical image analysis.

e)	 Training and Validation: The model is trained using 
a split dataset approach, ensuring that it learns to 
generalize well over unseen data.

f )	 Evaluation: The final model is evaluated on a 
separate test set to assess its real-world applicability. 
Additionally, a detailed analysis of the model’s 
performance, including confusion matrices and 
classification reports, provides insights into its 
diagnostic capabilities.

The main contributions of this study include:

1.	 Our study introduces a robust deep learning model 
using the EfficientNetB5 architecture, optimized for 
the complex and variable nature of gastrointestinal 
tract images.

2.	 We have developed and applied a series of advanced 
data augmentation techniques specifically tailored 
for gastrointestinal imaging.

3.	 Our application of multiple regularization 
methods, including L2 and L1 regularizations, bias 
regularization, and dropout, helps in significantly 
reducing the risk of overfitting.

The remainder of this study is organized as follows: The 
Literature Review discusses prior work in medical image 
analysis, focusing on deep learning in GI disease diag-
nosis, highlighting progress and gaps. The Methodology 
details data collection, model architecture, training pro-
cedures, and evaluation metrics. Results and Discussion 
present the research findings and compare them with 
existing models, discussing their clinical implications. 
Finally, the Conclusion and Future Work summarizes 
key findings and contributions and outlines potential 
directions for enhancing AI diagnostic capabilities in 
medicine.

By systematically addressing the challenges associ-
ated with AI-driven diagnostics in GI tract diseases, this 
research contributes significantly to the field of medical 
imaging, offering potential for more accurate, efficient, 
and non-invasive diagnostic solutions.

Literature review
The integration of artificial intelligence (AI) and deep 
learning in medical imaging, particularly in the diagnosis 
of gastrointestinal (GI) tract diseases, represents a signifi-
cant evolution in the realm of diagnostic methodologies. 

Historically, GI diseases such as ulcerative colitis, pol-
yps, and esophagitis have been diagnosed through endo-
scopic examination and biopsy, processes that not only 
require substantial medical expertise but are also prone 
to human error and variability in interpretation [1]. The 
surge in computational power and data availability over 
the last decade has catalyzed the exploration of convolu-
tional neural networks (CNNs) and other AI techniques 
to augment and, in some cases, potentially replace tra-
ditional diagnostic practices. Seminal works have dem-
onstrated the utility of standard CNN architectures like 
AlexNet and VGG in identifying and classifying patho-
logical features in various medical images, setting a 
foundation for more specialized investigations into GI-
specific applications.

Research has progressively moved towards more 
complex architectures and hybrid models to tackle the 
nuanced challenges of medical imaging, such as the dif-
ferentiation of subtle morphological features across dis-
ease states and variations in imaging conditions. Notable 
studies have employed architectures like Inception and 
ResNet, which introduced deeper and more complex 
structures capable of capturing intricate patterns in high-
resolution images. These models have shown improved 
accuracy in identifying GI diseases but often require 
extensive computational resources and large datasets 
for training, which are not always feasible in medical 
settings. The introduction of EfficientNet marked a sig-
nificant advancement by systematically scaling CNN 
dimensions, offering a balance between model complex-
ity and efficiency, which is crucial for deployment in 
clinical environments where both accuracy and computa-
tional efficiency are valued [2]. Table 1 summarizes some 
of the works conducted in the field of GI diseases with 
respect to deep learning.

Furthermore, the use of transfer learning, where a 
model developed for one task is repurposed for another 
related task, has been particularly transformative in 
medical imaging. This approach has allowed for lever-
aging pre-trained networks on large, generic datasets 
to achieve notable successes in medical fields, thereby 
mitigating the challenges associated with the scarcity of 
labeled medical data. However, despite these advance-
ments, the issue of model overfitting remains prevalent, 
driven by the high variability in medical images due to 
different imaging technologies and patient-specific fac-
tors. This has led researchers to explore advanced data 
augmentation techniques and regularization strategies to 
enhance the generalization capabilities of these models.

Moreover, the emerging trend of integrating AI with 
traditional diagnostic tools, such as combining CNN 
outputs with endoscopic analysis [13], has started to 
demonstrate potential in improving diagnostic accu-
racy and reliability. Recent studies have focused on not 
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just classifying diseases but also on determining disease 
severity, a critical aspect of medical treatment planning 
that has traditionally relied heavily on subjective human 
judgment. The application of deep learning in this mul-
tifaceted way underscores its potential to transform the 
landscape of medical diagnostics.

Despite these technological advances, several chal-
lenges persist. The interpretability of AI models, or the 
lack thereof, remains a significant barrier. Medical prac-
titioners often require transparent decision-making pro-
cesses, which many deep learning models do not provide 
due to their ‘black box’ nature [14]. Efforts to integrate 
explainable AI into medical imaging are underway, aim-
ing to build trust and reliability in AI-assisted diagnostics 
[15]. Moreover, ethical concerns, including data privacy 
and the potential for bias in AI models, necessitate rigor-
ous standards and regulatory frameworks to ensure that 
the deployment of these technologies enhances health-
care outcomes without compromising patient rights.

Literature underscores a dynamic and rapidly evolving 
field where deep learning continues to push the bound-
aries of what is possible in medical imaging. As these 
technologies advance, they promise not only to enhance 
diagnostic procedures but also to reshape the operational 
dynamics within the healthcare industry, making diag-
nostics faster, more accurate, and less invasive. Future 
research will focus on refining these models for greater 
accuracy, efficiency, and user-friendliness in real-world 
clinical settings, bridging the gap between AI potential 
and practical medical application.

Methodology
This section outlines the detailed methodologies used in 
the study to improve the diagnosis of gastrointestinal (GI) 
tract diseases using deep learning techniques. Acknowl-
edging the importance of precise and efficient diagnostic 
processes, the research combines advanced computa-
tional models with conventional medical imaging data. 
Figure 2 illustrates the workflow of the proposed model.

The chosen methodologies span data collection, pre-
processing, model architecture design, training, and 
rigorous evaluation to ensure the development of a 
robust and generalizable deep learning model [24]. This 
approach not only aims to achieve high diagnostic accu-
racy but also addresses the challenges of overfitting and 
model generalization in the highly variable domain of 
medical imaging. Each methodological component is 
crafted to contribute significantly to the overarching goal 
of improving GI disease diagnosis, thereby facilitating 
early and effective treatment interventions.

Dataset overview
The “WCE Curated Colon Disease Dataset” serves as the 
foundation for our study, representing a comprehensive 
collection of high-quality images used to analyze gastro-
intestinal tract conditions through deep learning meth-
odologies [15]. These images are instrumental in training 
models to accurately identify and differentiate between 
normal colon tissue and pathological conditions such as 
Ulcerative Colitis, Polyps, and Esophagitis. The dataset 
comprises a total of 6000 images, meticulously annotated 

Table 1  Summary of recent studies in the field of GI diseases
Study Methodology Objective Remarks
Raut et al. (2023) [3] Modified U-Net with DH-DSU, feature extraction 

with GLCM, SIFT, HOG, LBP, Canny, and improved 
DNN with DH-DSU

Segmentation and classification of GI 
diseases from WCE images

Improved MCC compared to 
other models

Abraham et al. (2023) 
[4]

Transfer learning models, EfficientNetB0 Identify and classify digestive diseases Achieved high accuracy, preci-
sion, and recall

Obayya et al. (2023) 
[5]

Modified Salp Swarm Algorithm, median filtering, 
improved CapsNet, DBN-ELM

Classification of GI diseases from WCE 
images

High accuracy on Kvasir-V2 
dataset

Gunasekaran et al. 
(2023) [6]

Weighted average ensemble model (DenseNet201, 
InceptionV3, ResNet50)

Accurate classification of GI diseases Ensemble model outperformed 
individual models

Noor et al. (2023) [7] Attention-based image generation, lightweight 
CNN, cosine similarity feature selection

Classification of GI diseases Achieved high accuracy, preci-
sion, and recall

Aliyi et al. (2023) [8] Transfer learning with SSD, YOLOv4, YOLOv5 Real-time detection and classification 
of lower GI tract abnormalities

YOLOv5 achieved high preci-
sion, recall, and mAP

Noor et al. (2023) [9] Optimized contrast-enhancement, genetic algo-
rithm, transfer learning

Classification of GI diseases from WCE 
images

Improved accuracy, precision, 
recall, and F-measure

Sivari et al. (2023) [10] Hybrid stacking ensemble models, CNNs, 5-fold 
cross-validation

Detection and classification of GI 
findings

High accuracy and MCC on Kva-
sirV2 and HyperKvasir datasets

Malik et al. (2024) [11] Multi-classification DL models (Vgg-
19 + CNN, ResNet152V2, GRU + ResNet152V2, 
Bi-GRU + ResNet152V2)

Detection of ulcerative colitis, polyps, 
and dyed-lifted polyps using WCE 
images

Vgg-19 + CNN achieved the 
highest accuracy

Bajhaiya et al. (2023) 
[12]

VAE-GAN for artificial image generation, 
DenseNet121 for classification

Generate artificial endoscopic images 
for ulcer diagnosis

High precision and recall, 
improved accuracy with data 
augmentation
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and verified by medical professionals to ensure accuracy 
and relevance. The images are categorized into four dis-
tinct classes: Normal (0_normal), which depict healthy 
colon tissue; Ulcerative Colitis (1_ulcerative_colitis), 
showing the inflamed and ulcerated lining of the colon; 
Polyps (2_polyps), representing growths on the inner lin-
ing of the colon; and Esophagitis (3_esophagitis), depict-
ing inflammation of the esophagus.

In our study, the dataset consists of 6,000 high-quality 
endoscopic images categorized into four classes and is 
divided as follows: 70% (4,200 images) is allocated to the 
training set, allowing the model to learn from various 
data complexities; 15% (900 images) forms the valida-
tion set, essential for fine-tuning model parameters and 
early detection of overfitting; and the remaining 15% (900 
images) serves as the testing set, providing an unbiased 
assessment of the model’s performance on unseen data 
after the training and validation phases.

Preprocessing steps
In our methodology, we employ several preprocess-
ing techniques aimed at standardizing and enhancing 
the input data. First, all images are resized to a stan-
dard dimension of 150 × 150 pixels to ensure uniform 
input to the neural network, facilitating efficient image 
processing.

	 Iresized = resize(I, (150, 150)) � (1)

 	• I = Original image.
 	• Iresized​ = Resized image (150 × 150 pixels).

Next, image pixel values are normalized to a range of 0 to 
1, which helps reduce model training time and enhances 
the numerical stability of the learning algorithm. Nor-
malization is achieved using Eq. 2.

	
Inomalized =

Iresized

255
� (2)

 	• Inormalized​ = Normalized image with pixel values in 
the range [0, 1].

Figure  3 shows the train, test, and validation images 
across different classes.

Gastrointestinal tract images, particularly for diagnos-
ing diseases like ulcerative colitis, polyps, and esophagi-
tis, present unique challenges that our data augmentation 
strategies address. Variations in lighting, caused by the 
depth and angle of the endoscopic camera, are mitigated 
through brightness adjustments and shadow augmen-
tation, allowing the model to recognize features under 
diverse conditions. To handle orientation and rotation 
variability, we include random rotations and flipping 
(both horizontal and vertical) in our augmentation strat-
egy, ensuring the model remains invariant to input orien-
tation for accurate diagnoses. We also employ scaling and 
zoom augmentation to account for scale variability, train-
ing the model to recognize features at different distances 
from the tissue. Lastly, we apply elastic transformations 
to simulate the natural deformation of soft gastrointes-
tinal tissues, enhancing the model’s ability to generalize 
across various physical presentations of conditions.

Model architecture
The architecture of our deep learning model for analyz-
ing the “WCE Curated Colon Disease Dataset” centers 
around the use of EfficientNetB5 as the base model. In 
our study, we implement transfer learning using the Effi-
cientNetB5 architecture pre-trained on the ImageNet 
dataset, which consists of over a million images across 
1,000 categories. This pre-training enables the model 
to learn rich feature representations that are beneficial 
for medical image analysis. Transfer learning is crucial 
in this domain for several reasons: it enhances feature 
extraction by leveraging common visual characteristics 
found in both medical and general images, reduces the 
risk of overfitting on smaller medical datasets by start-
ing with a model that has already learned a broad set of 

Fig. 2  Workflow of the Proposed Model
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features, accelerates training time as the model converges 
faster with pre-optimized weights, and compensates for 
scarce data, which is often a challenge in medical imaging 
due to the difficulty and expense of data collection and 
expert annotation.

This approach allows the model to converge faster than 
training from scratch and often results in higher overall 
performance. Furthermore, EfficientNetB5 incorporates 
a scaling methodology that optimizes the model’s depth, 
width, and resolution based on available resources, 
ensuring that we maximize the efficiency of our com-
putations. This is crucial in medical applications where 
quick processing times can be vital.

The primary objective of our work is to enhance the 
accuracy and efficiency of diagnosing gastrointesti-
nal tract diseases using deep learning techniques, for 
which we have designed a comprehensive framework 
that integrates state-of-the-art computational models 
with advanced data augmentation strategies to tackle 
challenges in medical image analysis, such as high vari-
ability in image quality and the subtlety of disease mani-
festations. Our framework includes key components 
such as data collection and preprocessing, where we 
utilize a curated dataset of high-quality endoscopic 
images that are preprocessed through normalization 

and augmentation to improve model training effective-
ness; model development, employing the EfficientNetB5 
architecture optimized for medical imaging through 
additional layers of regularization and dropout to combat 
overfitting; and training and validation, implementing a 
robust training regimen with split dataset techniques to 
ensure the model generalizes well to unseen data, fol-
lowed by evaluation through comprehensive testing on 
a separate validation set to assess performance and real-
world applicability. Each component of the framework is 
designed to contribute toward a more accurate and effi-
cient diagnostic process, facilitating early and effective 
intervention for gastrointestinal diseases. The choice of 
EfficientNetB5 was driven by several considerations spe-
cific to the needs of medical image processing, includ-
ing model efficiency and scalability, as it provides an 
excellent balance between accuracy and computational 
efficiency critical in clinical settings where high perfor-
mance and quick processing times are required; state-of-
the-art performance, as studies have shown EfficientNet 
architectures achieve superior accuracy on benchmarks 
like ImageNet, translating into more effective learning 
for complex medical imaging tasks; and optimal resource 
use, as the architecture employs compound scaling (scal-
ing up width, depth, and resolution of the network), 

Fig. 3  Training, Test, and validation images
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allowing for systematic and resource-efficient enhance-
ments in model performance, making it particularly suit-
able for deployment in diverse medical environments.

To tailor the EfficientNetB5 model to our specific task 
of classifying colon diseases, we introduce several lay-
ers to the architecture, enhancing its capability to fine-
tune from the specific features of our dataset. Table  2 
summarizes the model’s parameters as per the layer 
arrangement.

Batch Normalization is a method used to enhance the 
training of deep neural networks by making them faster 
and more stable. It achieves this by normalizing the 
inputs of each layer through re-centering and re-scaling. 
It is achieved using Eqs. 3 & 4.

	

x(̂k) =
x(k) − µ(k)

√(
σ(k)

)2 + ε
� (3)

	 y(k) = γ(k)x(k̄) + β(k)� (4)

 	• x(k) = Input to the k-th neuron.
 	• µ(k) = Mean.
 	• σ(k) = Standard deviation.
 	• ϵ = Small constant for numerical stability.
 	• γ(k), β(k) = Parameters learned during training.

Applied after the convolution layers but before activation 
functions (like ReLU achieved using Eq. 5), it helps miti-
gate the problem known as “internal covariate shift.“

	 f (x) = max(0, x)� (5)

In our model, batch normalization is applied right after 
the base model and before the first Dense layer. This 
ensures that the activations are scaled and normalized, 
speeding up the learning process and enhancing overall 
performance. Dense layers, which are fully connected 
layers, have each input node connected to every output 
node. The first Dense layer following the batch normal-
ization has 256 units and is essential for learning non-lin-
ear combinations of the high-level features extracted by 
the base model. To prevent overfitting, we employ L2 and 
L1 regularization in our Dense layers, which adds a pen-
alty for weight size to the loss function. This encourages 

the model to maintain smaller weights and thus simpler 
models.

Dropout is another regularization method used to pre-
vent overfitting in neural networks by randomly drop-
ping units (and their connections) during the training 
process. This simulates a robust, redundant network that 
generalizes better to new data. We set the dropout rate to 
45% after the first Dense layer to balance between exces-
sive and insufficient regularization.

The final layer in our model is a Dense layer with units 
equal to the number of classes in the dataset (four). It 
uses the SoftMax activation function to output a proba-
bility distribution over the four classes, making the mod-
el’s predictions interpretable as confidence levels for each 
class. SoftMax is implemented using Eq. 6.

	
σ (zi) =

ezi

∑
j ezj

� (6)

 	• zi​ = Input to the i-th neuron of the final layer.

This layer is crucial for multi-class classification as it 
maps the non-linearities learned by previous layers to 
probabilities that are easy to interpret and evaluate in a 
clinical setting.

The entire model is compiled using the Adamax opti-
mizer, an extension of the Adam optimizer that can 
be more robust to variations in the learning rate. It is 
achieved using Eqs. 7,8 and 9.

	 mt = β1mt−1 + (1 − β1) gt � (7)

	 vt = max (β2vt−1, |gt|)� (8)

	
θt+1 = θt − η

mt

vt
� (9)

 	• mt​ = Exponential moving average of gradients.
 	• vt​ = Maximum of the exponential moving average of 

squared gradients.
 	• θ = Model parameters.
 	• η = Learning rate (0.001).
 	• β1, β2​ = Hyperparameters for exponential decay 

rates (default: β1 = 0.9, β2 = 0.999).

We use a learning rate of 0.001, which provides a good 
balance between speed and accuracy in convergence. 
Learning rate is achieved by using Eq. 10.

	η = η × 0.5(if no improvement in validation loss for specified epochs)

� (10)

The loss function used is ‘categorical_crossentropy’, 
which is appropriate for multi-class classification tasks. 

Table 2  Layer wise arrangement with parameter
Layer (type) Output Shape Parameter
efficientnetb5 (Functional) (None, 2048) 28,513,527
batch_normalization (BatchNormalization) (None, 2048) 8,192
dense (Dense) (None, 256) 524,544
dropout (Dropout) (None, 256) 0
dense_1 (Dense) (None, 4) 1,028
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The model architecture, thus customized and com-
piled, represents a robust system tailored to the specific 
nuances of medical image classification. It leverages both 
the powerful feature extraction capabilities of Efficient-
NetB5 and the tailored dense network to address the 
challenge of accurately classifying diseases from colono-
scope images.

Our model architecture is designed not just to per-
form well in terms of accuracy but also to be efficient and 
scalable. This approach ensures that it can be deployed 
effectively in medical settings where both accuracy and 
computational efficiency are crucial. Through this archi-
tecture, we aim to contribute a valuable tool in the field 
of medical diagnostics, potentially aiding in faster and 
more accurate diagnosis of colon diseases.

Training process
The training process for our deep learning model 
designed to classify gastrointestinal diseases using the 
“WCE Curated Colon Disease Dataset” is meticulously 
configured to optimize performance and ensure robust 
generalization capabilities. At the heart of this configura-
tion is the choice of the Adamax optimizer, a variant of 
the widely used Adam optimizer, known for its adaptive 
learning rate capabilities and suitability for problems that 
are large in terms of data and/or parameters. Adamax is 
more stable than Adam in cases where gradients may be 
sparse, due to its infinite norm approach to scaling the 
learning rates. This characteristic makes Adamax par-
ticularly suitable for medical image analysis, where the 
input data can vary significantly in terms of visual fea-
tures and disease markers. The learning rate, a crucial 
hyperparameter in the context of training deep neural 
networks, is set at 0.001 for the start of training. This rate 
is chosen based on empirical evidence suggesting that it 
offers a good balance between convergence speed and 

stability. Table  3 gives an idea of hyperparameter’s with 
their equivalent value.

Our model incorporates multiple regularization strat-
egies to effectively prevent overfitting, a common chal-
lenge in deep learning, especially with high-dimensional 
data such as images. We apply L2 regularization (weight 
decay) in the Dense layer, adding a penalty equivalent to 
the square of the magnitude of coefficients to the loss 
function, which discourages learning overly large weights 
and simplifies the model, ensuring it focuses on the most 
relevant patterns critical for identifying subtle features 
in medical images. Additionally, we employ L1 regular-
ization to promote sparsity, leading to a model where 
some feature weights are exactly zero, which helps in 
identifying significant features in complex image data. 
To further reduce the risk of overfitting, we apply L1 
regularization to the bias terms of our Dense layers, an 
effective but less common approach that penalizes the 
intercept and reduces model complexity. We also incor-
porate dropout layers, which randomly set a proportion 
of input units to zero during training, preventing neurons 
from co-adapting too much and forcing the network to 
learn robust features that are useful across various ran-
dom subsets of other neurons. These regularization tech-
niques are particularly effective in the medical imaging 
context, ensuring that the model remains generalizable 
across different patients and imaging conditions, pre-
venting it from memorizing noise and specific details of 
training images, and helping it focus on the most infor-
mative features crucial for accurate disease identification 
and classification.

The regularization L1 and L2 is achieved using Eqs. 11 
& 12.

	 L1regularization = λ1

∑
|wi| � (11)

	
L2regularization = λ2

i∑

i

w2
i � (12)

 	• λ1​=0.006 for L1 regularization.
 	• λ2 = 0.016 for L2 regularization.
 	• wi= Weights of the dense layer.

The categorical cross entropy is calculated using Eq. 13.

	
L = −

N∑

i=1

yi log (ŷi)� (13)

 	• N = Number of classes.
 	• yi​ = True label (one-hot encoded).
 	• ŷi ​ = Predicted probability for class i

Table 3  Hyperparameter and value
Hyperparameter Value
Epochs 10
Image Shape (150, 150, 3)
Batch Normalization axis=-1, momentum = 0.99, epsilon = 0.001
Dense Layer 1 Units 256
Kernel Regularizer l2(l = 0.016)
Activity Regularizer l1(0.006)
Bias Regularizer l1(0.006)
Activation (Dense 1) ReLU
Dropout Rate 0.45
Dropout Seed 123
Output Activation SoftMax
Optimizer Adamax (learning_rate = 0.001)
Loss Categorical Cross entropy
Metrics Accuracy



Page 9 of 15Zubair Rahman et al. BMC Medical Imaging          (2024) 24:306 

The custom callback also includes a unique interac-
tive feature that prompts the user at certain intervals—
defined by the ‘ask_epoch’ parameter—to decide whether 
to continue training beyond the initially set epochs. This 
feature adds a layer of flexibility, allowing for human 
oversight in the training process, which can be crucial 
when training complex models on nuanced datasets.

By leveraging the Adamax optimizer’s robust handling 
of sparse gradients and incorporating a sophisticated cus-
tom callback that closely monitors and adjusts the train-
ing process based on real-time data, we ensure that the 
model is not only trained to high standards of accuracy 
but also exhibits strong generalizability when applied to 
new, unseen data. This comprehensive training strategy 
is designed to harness the full potential of the underlying 
EfficientNetB5 architecture, and the custom layers added 
to it, aiming to set a new benchmark in the accuracy and 
efficiency of medical image analysis models.

Our model training was conducted using enhanced 
hardware specifications on Kaggle, specifically an 
NVIDIA Tesla P100 GPU with 16 GB of GPU memory 
and a system RAM of 29 GB. The NVIDIA Tesla P100 is 
well-suited for deep learning which facilitates the rapid 
processing of large datasets and complex neural network 
architectures.

Evaluation metrics
The evaluation of model performance in medical image 
classification, such as in our study with the “WCE 
Curated Colon Disease Dataset,” employs a comprehen-
sive set of metrics designed to assess various aspects of 
the model’s predictive capabilities. Each metric offers 
unique insights into the effectiveness of the model in 
classifying gastrointestinal diseases, which is critical for 
ensuring the reliability and utility of the system in clinical 
settings.

Accuracy: This metric is the most straightforward and 
commonly used. High accuracy is indicative of a model’s 
overall effectiveness across all classes. However, in medi-
cal imaging, where the cost of misclassification can be 
high, relying solely on accuracy can be misleading, espe-
cially in datasets with imbalanced classes. It is achieved 
using Eq. 14.

	
Accuracy =

TP + TN

TP + TN + FP + FN
� (14)

 	• TP = True positives.
 	• TN = True negatives.
 	• FP = False positives.
 	• FN = False negatives.

Precision: Precision, or the positive predictive value, 
measures the accuracy of positive predictions. For 

instance, high precision in detecting polyps is vital, as 
false positives could lead to unnecessary invasive proce-
dures like biopsies. It is calculated using Eq. 15.

	
Precision =

TP

TP + FP
� (15)

Recall: Also known as sensitivity or true positive rate, 
recall quantifies the model’s ability to identify all rele-
vant instances per class. In medical terms, a high recall 
rate is essential for conditions such as ulcerative coli-
tis or esophagitis, where failing to detect an actual dis-
ease (false negative) could delay crucial treatment. It is 
achieved using Eq. 16.

	
Recall =

TP

TP + FN
� (16)

F1-Score: By balancing the trade-offs between precision 
and recall, the F1-score provides a more holistic view of 
the model’s performance, particularly in ensuring that 
both false positives and false negatives are minimized. It 
is achieved using Eq. 17.

	
F1 = 2 × Precision × Recall

Precision + Recall
� (17)

Loss Metrics: In the training and evaluation phases, we 
also monitor loss metrics, specifically categorical cross-
entropy in this context, which provides a measure of the 
model’s predictive error. Lower loss values indicate better 
model predictions that are close to the actual class labels. 
The loss metric is particularly useful during the training 
phase to adjust model parameters (like weights) and dur-
ing validation to gauge the model’s ability to generalize 
beyond the training data.

In our evaluation, these metrics are calculated for each 
class and aggregated across the dataset to provide both 
detailed insights per class and a comprehensive overview. 
This multi-metric approach enables us to finely tune 
the model’s performance and ensure it meets the high 
standards required for medical diagnostic applications. 
It is particularly important in ensuring that the model 
performs well across all categories of disease, given the 
varying degrees of severity and the different visual char-
acteristics that each category may present.

This comprehensive assessment strategy helps in iden-
tifying any potential biases or weaknesses in the model, 
guiding further refinement, and ensuring that the final 
product can be trusted in real-world medical scenarios.
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Results and discussion
The model demonstrated exceptional accuracy levels, 
achieving 100% in training, 99.17% in validation, and 
98.89% in testing phases. These high accuracy scores are 
indicative of the model’s robustness and its capability 
to handle complex image classification tasks effectively. 
Table  4 shows the epoch wise training with loss, accu-
racy, time, etc. during the training process.

The loss metrics observed across the training, valida-
tion, and test datasets showed minimal variation, under-
scoring the model’s efficiency in generalizing from the 
training data to unseen data. Specifically, the training loss 
was notably low, and the slight increases in validation and 
test loss did not significantly affect the model’s overall 

performance. This stability in loss metrics suggests that 
the model is well-tuned and balanced, avoiding common 
pitfalls like overfitting or underfitting, thus making it a 
reliable tool for clinical diagnostics. The dataset loss and 
accuracy has been given in Table 5.

Model performance Fig. 4 shows the curves of training 
and validation loss and accuracy

Particularly, the model’s high accuracy, coupled with 
low loss metrics, positions it favorably against existing 
solutions that often struggle with either metric under 
complex real-world conditions. Additionally, the compu-
tational efficiency of the model, supported using efficient 
backbones like the EfficientNetB5, ensures that it can be 
deployed effectively in clinical settings where quick and 
accurate diagnosis is essential.

A detailed statistical analysis reveals the competitive 
or superior nature of the model. Precision, recall, and 
F1-score metrics across different classes (normal, ulcer-
ative colitis, polyps, esophagitis) consistently exceed 
98%, highlighting the model’s precision and reliability 

Table 4  Epoch wise progress
Epoch Loss Accuracy Valid loss Valid accuracy % Improve Duration
1 /10 6.609 91.524 5.05587 97.111 0.00 165.10
2 /10 4.000 98.286 3.23225 98.667 36.07 49.04
3 /10 2.640 99.000 2.14332 98.889 33.69 49.12
4 /10 1.774 99.143 1.42804 98.889 33.37 49.23
5 /10 1.187 99.571 0.97394 98.778 31.80 49.16
6 /10 0.825 99.548 0.67483 99.000 30.71 48.93
7 /10 0.579 99.571 0.49107 99.000 27.23 48.99
8 /10 0.418 99.762 0.35360 99.000 27.99 49.27
9 /10 0.319 99.690 0.28171 99.111 20.33 49.09
10 /10 0.257 99.714 0.23423 99.000 16.85 49.24

Table 5  Model performance
Dataset Loss Accuracy
Train 0.2010409 1.0
Validation 0.2239698 0.9916667
Test 0.2301562 0.9888889

Fig. 4  Loss and accuracy curve during model training
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in classifying various gastrointestinal conditions. These 
metrics not only support the model’s efficacy but also 
reinforce its potential to significantly improve diagnostic 
accuracies in clinical practices, reducing the likelihood of 
misdiagnosis and ensuring appropriate treatment path-
ways are chosen based on accurate model predictions 
[25, 26].

The classification report offers an in-depth analysis of 
the model’s performance across the various classes—nor-
mal, ulcerative colitis, polyps, and esophagitis. Figure  5 
displays the precision, recall, and f1-score for each class.

Each class showed remarkably high precision, 
recall, and F1-score metrics, indicative of the model’s 
robust ability to correctly identify and classify varied 

gastrointestinal conditions. Figure 6 shows the confusion 
matrix of the proposed model.

The mean squared error (MSE), root mean squared 
error (RMSE), and mean absolute error (MAE) were all 
reported at low values, illustrating the minimal error in 
the model’s predictive capabilities. These low error met-
rics underscore the precision of the model in clinical pre-
dictions [27], minimizing the likelihood of misdiagnosis 
and ensuring high reliability. Figure  7 shows the error 
metrics comparison.

Figure  8 shows the roc-auc curve across different 
classes of the proposed model.

Integrating this model into clinical workflows could 
revolutionize current diagnostic processes by provid-
ing gastroenterologists with a powerful tool to improve 
diagnostic accuracy and efficiency. Figure  9 gives visual 
insight into the precision-recall curve.

Its high accuracy and rapid processing capabilities 
make it an invaluable asset in clinical settings, assisting 
in the early detection and classification of gastrointestinal 
diseases. This is crucial for improving patient outcomes 

Fig. 8  ROC curve

 

Fig. 7  Error metrics

 

Fig. 6  Confusion matrix

 

Fig. 5  Classification report
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and optimizing treatment strategies. Table  6 presents 
a comparative analysis of the proposed model against 
state-of-the-art methodologies.

Given the model’s efficient computational performance 
and robust accuracy, it holds significant potential for 
real-time application in medical diagnostics. Its ability to 
process and classify images swiftly could be particularly 
beneficial in endoscopic procedures, providing immedi-
ate insights that could guide clinical decisions during 
procedures, enhancing both the efficacy and safety of 
medical interventions.

Image quality is crucial for the performance of mod-
els analyzing medical images, as variations in acquisition 
parameters like resolution, contrast, and noise can signif-
icantly affect diagnostic accuracy. These variations often 
stem from differences in endoscopic equipment, lighting 
conditions, and patient movements during procedures. 
For example, lower resolution can hinder the model’s 
ability to detect subtle features, while poor contrast and 
noise can obscure critical details, leading to misclassifi-
cations, such as false positives or negatives. To address 
these challenges, our model incorporates preprocessing 
steps to standardize image quality, including contrast 
enhancement, lighting normalization, and noise reduc-
tion filters. Furthermore, it is trained on a diverse dataset 
containing images with various quality issues, enhancing 
its robustness against such variability.

While the model shows high accuracy and reliability, 
potential limitations such as data biases and the risk of 
overfitting must be addressed. The model’s performance 
might currently be optimized for the dataset it was 
trained on, which may not fully represent the broader 
population diversity seen in clinical settings. Figure  10 
shows the misclassified images of different classes.

Table 6  Comparitive analysis of the proposed model
Study Technique Accuracy
Demirbaş et al. (2024) [17] Spatial-Attention ConvMixer 

(SAC)
93.37%

Ahmed et al. (2023) [18] Hybrid CNN–FFNN and 
CNN–XGBoost

97.25%

Bella et al. (2024) [19] Vision Transformer (ViT) models 97.83%
Kumar et al. (2023) [20] EfficientNet 94.75% 

(test set)
Kim et al. (2024) [21] DenseNet169 (color transfer) 94.06%
Patel et al. (2024) [22] EfficientNetB5 92.58%
Varalaxmi et al. (2023) [23] ResNet50 88.05%
Sujatha et al. (2023) [24] InceptionV3 (transfer learning) 94.44% 

(training 
set)

Proposed Model EfficientNetB5 with Data 
Augmentation

98.89

Fig. 10  Misclassified cases

 

Fig. 9  precision-recall curve
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In the next phases of our research, we aim to enhance 
the interpretability and explainability of our deep learn-
ing model through several strategies. We plan to imple-
ment Layer-wise Relevance Propagation (LRP) to visually 
explain the contributions of individual pixels in the input 
image to the model’s predictions, helping clinicians 
understand which areas influenced decision-making. 
Additionally, we will integrate Grad-CAM (Gradient-
weighted Class Activation Mapping) to generate heat-
maps that highlight significant regions for predictions, 
thereby validating the model’s analysis against clinician 
assessments. We also intend to develop decision trees to 
map features learned by the model, providing an intuitive 
explanation of how certain features impact the output, 
making the information more accessible for non-expert 
stakeholders.

While our model demonstrates high accuracy in diag-
nosing the specific GI diseases included in our dataset 
(ulcerative colitis, polyps, and esophagitis), the scalabil-
ity of this model to other types of GI diseases remains an 
area for further investigation. GI diseases encompass a 
wide range of conditions that may differ significantly in 
their visual manifestations. Diseases such as Crohn’s dis-
ease, gastrointestinal cancers, and various infectious dis-
eases present unique challenges that were not covered in 
the current model training.

The model’s ability to generalize to these conditions 
without extensive retraining or adaptation is not guaran-
teed [28]. The training dataset primarily included images 

of a limited set of diseases, which may not provide the 
diverse visual patterns necessary to train the model to 
recognize other GI conditions effectively. This limit raises 
concerns about the model’s performance when faced with 
images of diseases not represented in the training data. 
The transferability of the learned features to other GI dis-
eases depends significantly on the similarity between the 
conditions included in the training set and new diseases. 
Figure 11 shows the heatmap of misclassification done by 
the model.

While transfer learning might offer a pathway to adapt 
the model to new diseases, the effectiveness of this 
approach without substantial supplementary data specific 
to each new condition is uncertain. To enhance the scal-
ability of our model, future work will focus on expanding 
the types of GI diseases included in the training process. 
This expansion will involve curating a more compre-
hensive dataset that captures a broader spectrum of GI 
conditions. Moreover, implementing advanced machine 
learning techniques such as few-shot learning or meta-
learning could improve the model’s ability to adapt to 
new diseases with minimal data. Such approaches would 
support the model’s utility in a broader clinical context, 
making it a more versatile tool for GI diagnostics.

Conclusion
This study successfully demonstrated the effectiveness of 
a deep learning model utilizing the EfficientNetB5 archi-
tecture with advanced data augmentation to enhance the 

Fig. 11  Misclassified cases heatmap
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diagnosis of gastrointestinal tract diseases. Achieving a 
test accuracy of 98.89%, the model significantly outper-
formed existing methods, showcasing its ability to adapt 
to the variability inherent in medical imaging and reduce 
common issues like overfitting.

The results confirm the model’s robustness and pre-
cision in identifying and classifying various GI condi-
tions, which could improve clinical decision-making and 
patient outcomes. Future research will focus on further 
enhancing the model’s generalization capabilities by 
expanding the dataset to encompass a more diverse range 
of imaging scenarios and patient demographics. Efforts 
will also be made to optimize the model’s computational 
efficiency to facilitate broader deployment in clinical set-
tings, ensuring it can be used effectively without exten-
sive resource requirements. These advancements will 
continue to push the boundaries of AI in medical diag-
nostics, aiming to deliver more reliable, efficient, and 
accessible healthcare solutions.
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