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Abstract
Background  Medical imaging has been essential and has provided clinicians with useful information about the 
human body to diagnose various health issues. Early diagnosis of diseases based on medical imaging can mitigate the 
risk of severe consequences and enhance long-term health outcomes. Nevertheless, the task of diagnosing diseases 
based on medical imaging can be challenging due to the exclusive ability of clinicians to interpret the outcomes 
of medical imaging, which is time-consuming and susceptible to human fallibility. The ensemble model has the 
potential to enhance the accuracy of diagnoses of diseases based on medical imaging by analyzing vast volumes of 
data and identifying trends that may not be immediately apparent to doctors. However, it takes a lot of memory and 
processing resources to train and maintain several ensemble models. These challenges highlight the necessity of 
effective and scalable ensemble models that can manage the intricacies of medical imaging assignments.

Methods  This study employed an SLR technique to explore the latest advancements and approaches. By conducting 
a thorough and systematic search of Scopus and Web of Science databases in accordance with the principles outlined 
in the PRISMA, employing keywords namely ensemble model and medical imaging.

Results  This study included a total of 75 papers that were published between 2019 and 2024. The categorization, 
methodologies, and use of medical imaging were key factors examined in the analysis of the 30 cited papers included 
in this study, with a focus on diagnosing diseases.

Conclusions  Researchers have observed the emergence of an ensemble model for disease diagnosis using medical 
imaging since it has demonstrated improved accuracy and may guide future studies by highlighting the limitations of 
the ensemble model.
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Background
The field of medicine is currently advancing and playing 
an increasingly significant role in the healing of human 
beings. Currently, there is a substantial volume of medi-
cal data available. However, it is imperative to effectively 
utilize this vast amount of medical data to make mean-
ingful contributions to the field of medicine [1]. Despite 
the vast volume of medical data, numerous challenges 
persist: medical data were heterogeneous, encompass-
ing several types of information, such as medical imag-
ing, data privacy, regulatory concerns, and the ethical 
implications [2]. In recent years, there has been sig-
nificant advancement in the field of automated medi-
cal image processing. Cai et al. [3] have explained that 
medical imaging has played a pivotal role in the diagno-
sis and treatment of many diseases, providing doctors 
with important knowledge about the human body. With 
the introduction of various imaging techniques such as 
X-rays, CT, MRI, ultrasound images, and color medi-
cal images, medical professionals now have the ability to 
obtain high-quality, detailed images that provide valuable 
information about inside body components, anatomi-
cal structures, and physiological functions [4]. X-rays 
are two-dimensional imaging and are usually used for 
detecting infections like pneumonia and COVID-19 [5]. 
CT imaging is a medical imaging technique that utilizes 
X-rays [6]. Ultrasound imaging is a non-invasive medical 
technique that utilizes high-frequency sound waves [7]. 
MRI involves the use of magnetic fields and radio waves 
[1]. Color medical images include dermatological images, 
histopathology slides, and other color-based medical 
images like dental color images [5].

Deshmukh [8] has explored that doctors, radiologists, 
and other healthcare practitioners have faced consid-
erable hurdles due to the increased accessibility and 
intricacy of medical imaging data. Medical image inter-
pretation is a demanding and time-consuming process 
that necessitates a high level of competence and signifi-
cant training, especially for doctors and radiologists. In 
addition, the large amount of imaging data generated can 
provide difficulty in identifying minor alterations that 
can potentially suggest the existence of a disease. AI has 
emerged as a possible approach to tackle these difficul-
ties, employing algorithms like ML, and DL, until ensem-
ble models automatically analyze and interpret medical 
imaging. Akst [9] has defined AI as the capacity of robots 
to demonstrate a unique type of intelligence. ML is a sub-
field of AI that uses algorithms to generate predictions by 
analyzing a dataset. At that time, DL is a subdivision of 
machine learning that employes a deep neural network, 
consisting of numerous computational layers, to exam-
ine incoming data. Kumar and Harish [10] have clari-
fied that ensemble models are formed by amalgamating 
numerous forecasts produced by distinct models to yield 

a unified ultimate projection. The advantages of using an 
ensemble, namely improving accuracy and robustness by 
combining multiple models, effective control of complex 
communications embedded in medical imaging, better 
averaging and education of overfitting, as well as better 
feature representation for tasks welding or joining [11].

Ensemble models are applicable in both classifica-
tion and regression scenarios. These models can employ 
either similar methods or select techniques from dis-
tinct categories [12]. Mohammed and Kora [13] have 
outlined that the ensemble model exhibits three distinct 
characteristics that significantly impact its performance. 
The initial characteristic is the dependence on proficient 
baseline models, regardless of whether they are sequen-
tial or parallel. The second characteristic is the combi-
nation method or fusion, which entails the selection of 
a suitable procedure to merge the output of the baseline 
classifier using various weighted voting or meta-learn-
ing techniques. The third characteristic is the presence 
of diverse underlying classifiers, which might be either 
homogeneous or heterogeneous.

Tao et al. [14] have defined a homogeneous ensemble 
model as an ensemble model when several models are 
constructed using the same dataset (like medical imag-
ing) and the same learning algorithm. A heterogeneous 
ensemble model is created by building a model utiliz-
ing several techniques such as neural network machine, 
support vector, and random forest. Sequential ensemble 
models learn sequentially due to data dependencies, 
namely medical imaging, so the second and subsequent 
models sequentially correct errors made by the first 
model [15]. Whereas in parallel ensemble models are 
generated simultaneously, so the errors made by one 
model are different from those found in other indepen-
dent models [16].

The utilization of AI in medical imaging, particularly 
through the use of ensemble models, has the potential to 
revolutionize the sector by enabling more accurate and 
efficient identification, segmentation, and classification 
of diseases. Ensemble AI possesses the capacity to ana-
lyze vast amounts of medical imaging data and identify 
minute changes that may indicate the existence of a dis-
ease [11]. Table  1 summarizes the related study on dis-
ease diagnosis based on medical imaging using ensemble 
models that highlight the limitations of previous research 
compared to our study.

A study by Akinbo and Daramola [17] has presented a 
literature review with a drawback: no detailed explana-
tion of the paper’s results review and no specified data 
about ensemble machine learning algorithms for the pre-
diction and classification of medical images. Whereas, a 
study by Imran and N [11] has explained that literature 
review during 2021–2023 is only based on CT imaging 
and is a small total of papers that have been reviewed. 
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The studies lack a precise specification of the periods 
involved in the SLR. With the increasing popularity of 
ensemble model-based diagnosis using medical imaging, 
applying SLR with PRISMA is expected to address the 
gaps in existing studies.

The growing number of studies on disease diagnosis 
utilizing ensemble models in medical imaging under-
scores the necessity for a comprehensive evaluation of 
current understanding. A SLR was performed using the 
Scopus and WoS databases. This review analyzed a total 
of 75 papers and conducted a more detailed examina-
tion of 30 papers. The purpose of the metadata analysis 
was to identify papers by year, authors of most relevance, 
sources of most relevance, affiliations of most relevance, 
and popular topics. Furthermore, a thorough examina-
tion of 30 papers was undertaken to resolve the follow-
ing queries: What are the current ensemble model-based 
approaches for disease diagnosis using medical imaging? 
The purpose of the SLR is to provide researchers with a 
comprehensive overview of the most recent techniques 
and advancements in the field. It also attempts to identify 
areas of knowledge that can be improved by developing a 
more advanced disease diagnostic system based on medi-
cal imaging, employing ensemble models.

Methods
The current SLR is conducted using the guidelines given 
in the PRISMA [18]. The SLR formulates research inqui-
ries before conducting a methodical search, selection, 
and evaluation of studies to gather relevant information 
[19]. This strategy was selected because of its renowned 
ability to deliver an accurate and dependable combina-
tion of academic material, and it was well-acknowledged 
in several study disciplines. The meta-analyses included 
only the research items that satisfied the criteria for eli-
gibility. In this study, a systematic review was conducted 
and reported using the PRISMA techniques. The study 
employed the PRISMA checklist to guarantee the inclu-
sion of all pertinent information, while the flow diagram 
was implemented to record the process of selecting stud-
ies [20].

Data identification
This study conducted an extensive investigation of Sco-
pus’s integrated and WoS databases, which encompass 
all prominent publishers. The WoS and Scopus databases 
are considered reliable for the SLR due to the exceptional 
quality of their indexed content, which is comprehensive 
and widely used in meta-analysis studies [21]. But both 
have limitations, like data bias to favor certain fields [22]. 
To address potential data bias, we also considered incor-
porating additional databases, such as IEEE, for com-
puter science. The search encompassed the most recent 
studies, the period from 2019 to 2024, reflecting up–to-
date advancements and trends in the ensemble models 
based on medical imaging. The study utilized the main 
keywords such as “ensemble model” and “medical imag-
ing” to identify pertinent publications. It ensured the 
systematic review was relevant to current practices and 
technologies.

Screening preliminary data and establishing eligibility
This SLR utilized targeted keywords and a query con-
taining “medical imaging” AND “ensemble model” AND 
“diagnosis” OR “detection” OR “classification” OR “pre-
diction” OR “segmentation” to conduct comprehensive 
searches in the Scopus and WoS databases. The first 
Scopus search identified 271 papers, whereas the WoS 
search found 51 papers. By implementing the time frame 
of 2019–2024 and applying additional filters such as 
document type (articles and conference papers), subject 
area (computer science), language, duplicate documents, 
open access, and keyword constraints, the total number 
of publications was reduced to 75 papers. Subsequently, 
the 75 remaining different papers were evaluated, and the 
most relevant material was retrieved using a standard-
ized extraction template. The analysis omitted studies 
that were unrelated to the ensemble model or primarily 
focused on medical imaging.

In addition, book chapters, research using non-human 
subjects, and reviews were excluded. Ultimately, a total 
of 30 comprehensive research papers satisfied the cri-
teria for inclusion as depicted in Fig. 1, and were subse-
quently incorporated into the review. A flowchart was 

Table 1  Related study on disease diagnosis based on medical imaging using ensemble models
No. Author

(Year)
Year range Focus of study Total of 

review 
paper

Limitation

1. Akinbo and Daramola 
(2021)[17]

Not
specified

Ensemble ML based on medical imaging Not 
specified

There is no detailed explana-
tion of the results of the paper 
review

2. Imran and N (2024)[11] 2021–2023 Ensemble ML and DL based on computed tomography 
medical images

13 There is a small quantity of pa-
pers that have been reviewed.

3. Our study 2019–2024 Ensemble ML and DL based on medical images. Using 
PRISMA techniques and providing metadata analysis 
information

30 –
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constructed to illustrate the process of selecting studies, 
which encompasses the search query and the criteria for 
inclusion. The study selection approach was compre-
hensive and meticulous, guaranteeing the inclusion of 
the most pertinent and up–to-date studies on utilizing 
ensemble models for diagnosing diseases through medi-
cal imaging.

The ensemble models were utilized to establish the 
inclusion and exclusion criteria, guaranteeing that the 
review encompassed all essential aspects of disease diag-
nosis using medical imaging. Articles and conference 
papers that meet the inclusion requirements are those 
published between 2019 and 2024, which focus on dis-
ease diagnosis using ensemble models and are based on 
original research findings or empirical data. Excluded 
from consideration were papers that had not yet been 
published in English, ensemble model studies that were 
not related to disease diagnosis using medical imag-
ing, published literature prior to 2019, research that was 
not in the form of articles or conference papers, dupli-
cate studies, preliminary data studies, and studies with 
unclear or ambiguous conclusions. Ensemble models 
were employed to analyze the most pertinent and current 
publications on the diagnosis of disease using medical 
imaging. Irrelevant research that did not meet the speci-
fied conditions was excluded. The aim of the literature 

review was to employ ensemble models in order to inves-
tigate the most recent and relevant publications about 
the diagnosis of diseases using medical imaging.

Observation and findings
This section will analyze the findings and observations 
derived from the assessment of the metadata. The find-
ings are derived from a comprehensive analysis of 75 
research papers, encompassing both their metadata and 
content.

Analysis of metadata
Metadata analysis facilitates comprehension of research 
literature by extracting information pertaining to the 
scholarly process, including authors, publications, jour-
nals, and other relevant factors. Metadata analysis was 
conducted on a total of 75 research papers. The papers 
were categorized according to several criteria, such as 
published papers by year, authors of most relevance, 
sources of most relevance, affiliations of most relevance, 
and popular topics.

Published papers by year
Figure 2 shows that a total of 75 papers were examined 
to determine the number of studies conducted in the 
past 6  years that focused on the diagnosis of diseases 

Fig. 1  The PRISMA technique was used in this study
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using ensemble models in medical imaging. The publi-
cation sector is consistently growing and has witnessed 
annual increases. The largest growth in articles occurred 
in 2023. As of this month in 2024, there have been a total 
of 12 published papers, with the expectation of a further 
increase by the end of the year. In 2023, around 21 new 
papers were published, while in 2022, just 18 new papers 
were published.

Furthermore, it has become obvious that the classifi-
cation problem in illness diagnosis utilizing ensemble 
models in medical imaging has been highly regarded. 
Consequently, the quantity of academic publications 
made available to the public in 2023 is significantly higher 

than in any preceding year. Conversely, it is evident that 
there was a very small quantity of papers published, espe-
cially between 2019 and 2020, with only a few papers 
being produced. Therefore, there is a growing empha-
sis and attention on diagnosing diseases using medi-
cal imaging employing ensemble models, which involve 
addressing classification problems and other data-driven 
considerations.

Authors of most relevance
Based on Fig.  3, Kim J and Zhang H have authored the 
most relevant publications among the other authors 
namely four documents, and have had the greatest 

Fig. 3  Authors of most relevance on disease diagnosis based on medical imaging using ensemble

 

Fig. 2  Published papers on disease diagnosis based on medical imaging using ensemble
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impact. Thus, our team performed a comparative data 
analysis to track the author’s output over a period of 
time. Kim J authored a total of three publications in 2024, 
which collectively got 3 citations. Furthermore, Zhang H 
authored one publication in 2023 that garnered a total of 
14 citations.

Sources of most relevance
Figure  4 shows the relevant sources, with IEEE Access 
having the highest number of papers at 14. In second 
place is Lecture Notes in Computer Science, which has a 
total of 5 documents. Following closely are Current Med-
ical Imaging, Journal of Digital Imaging, and Medical 
Image Analysis with a total of 3 documents respectively.

The most frequently used words in titles and keywords
This study utilized bibliometric analysis in R-studio. Its 
purpose is to discover the most commonly occurring 
terms. The primary objective of our study was to locate 
and assess literature pertaining to ensemble models, 

medical imaging, and disease diagnosis. The papers pre-
dominantly utilized the terms “medical imaging”, “deep 
learning”, and “ensemble models”, as evidenced in Table 2. 
The term “diagnosis” is ranked at order 5 while “dis-
eases” is ranked at order 10. The keyword field contains 
the words “medical imaging” 55 times, followed by “deep 
learning” 53 times, and “ensemble models” 24 times. 
Similarly, by examining the Treemap depicted in Fig.  5, 
it is evident that the most commonly utilized terms are 
“medical imaging”, “deep learning”, and “ensemble mod-
els”. In the keyword field, the term “medical imaging” 
accounts for 10% of the total, followed by “deep learning” 
at 9% and “ensemble models” at 4%. This study includes a 
total of 75 research publications, representing the entire 
proportion of this SLR. The Word Cloud is a simple tech-
nique for finding the dominant themes and important 
phrases in the referred articles, enabling the identifica-
tion of the most common terms in a complicated context. 
Figure 6 exhibits word clouds produced by the software, 
with larger and more prominent writing indicating the 
most often utilized terms, while smaller and less bold 
type emphasizes the less typically used phrases.

Popular topics
The popular topics were derived by considering exclu-
sively articles published between 2019 and 2024. The 
graphical parameters utilized the author’s keywords field, 
setting a minimum word frequency of five and a number 
of words per year of three. Figure 7 provides a visual rep-
resentation of the main keywords utilized in each year. 
The lines displayed the instances of each word’s usage, 
while the size of the bubbles corresponded to the fre-
quency of the term’s appearance. As an illustration, the 

Table 2  Most frequently used words in keyword sections
Words Frequency
Medical imaging 55
Deep learning 53
Ensemble models 24
Learning systems 22
Diagnosis 21
Classification 20
Convolutional neural network 17
Convolution 16
Image enhancement 16
Diseases 15

Fig. 4  Sources of most relevance on disease diagnosis based on medical imaging using ensemble
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term that was used most often in 2023 was “ensemble 
models” with a frequency of 24, followed by “learning 
system” with 22 term frequency, and “diseases” with 15 
term frequency.

Interestingly, the popular topics in research have 
evolved over the years. In 2019, the most frequent word 
was “ensemble modeling” with a term frequency 7. Then 
the research shifted towards exploring “image segmen-
tation” in 2021 with a term frequency of 9, followed by 
“neural networks” and “eye protection”. The popular 
topics during 2019–2022 are in 2022 namely “medical 
imaging” with a term frequency of 55, followed by “deep 
learning” with 53 term frequency, and “diagnosis” with 21 
term frequency. Now, in 2024, the popular topic namely 
“machine learning” with a term frequency of 5.

The data indicates a growing popularity in the use of 
medical imaging and deep learning. Following closely 
behind is the use of ensemble models, particularly in the 
field of healthcare for diagnosing diseases based on medi-
cal imaging. Comprehending and diagnosing illnesses is 
vital in the medical domain, and these prominent areas of 
study emphasize the need to utilize cutting-edge technol-
ogies to enhance patient care and therapy. In summary, 
the data offer intriguing insights into the changing trends 
in popular research areas in medical imaging and themes 
connected to ensemble models.

Affiliations of most relevance
Figure  8 illustrates the top 10 affiliations that are most 
significant globally in terms of the number of published 
papers. The list primarily consists of one university from 

Fig. 6  Word cloud for most frequently used words in medical imaging publications

 

Fig. 5  Treemap for most frequently used words in medical imaging publications
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Saudi Arabia (King Abdulaziz University), two universi-
ties from South Korea (Chonnam National University 
and Korea University College of Medicine), and two uni-
versities from China (Shantou University Medical Col-
lege and Guangxi University), respectively. Additional 
countries, like Vietnam (Ton Duc Thang University), the 
United Kingdom (University of Edinburgh), Italy (Uni-
versity of Rome Tor Vergata), Pakistan (Comsats Univer-
sity Islamabad), and Turkey (Gazi University), are also 
present. King Abdulaziz University in Saudi Arabia has 

the highest number of published articles, with a total of 
13. Chonnam National University follows with 5 pub-
lications. These findings indicate that King Abdulaziz 
University is a prominent institution in the field, maybe 
because of its focus on research and development.

The data also offers a concise overview of the pres-
ent research output from affiliations of most relevance 
across the globe, especially academic affiliations. It 
emphasizes the continuous endeavors of academic affili-
ations to generate top-notch research that can enrich 

Fig. 8  Top 10 affiliations based on the total of publications

 

Fig. 7  Popular topics extracted from the topic of disease diagnosis based on medical imaging
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our comprehension of diverse disciplines and lead to the 
creation of novel information and advancements. Gain-
ing insight into the institutions that generate the most 
amount of research on a specific topic can be advanta-
geous for researchers to make well-informed choices and 
coordinate their research endeavors.

Results and discussion
In this section, a total of 30 comprehensive research 
papers satisfied the criteria and were subsequently incor-
porated into the review. The study examined in this SLR 
has demonstrated the extensive utilization of ensemble 
models across many medical imaging disciplines. Most 
of the research has employed ensemble deep learning 
techniques utilizing convolutional neural networks as 
baseline and ensemble models as fusion. Several research 
studies employed ensemble machine learning techniques 
utilizing machine learning models as baselines, such as 
SVM, KNN, SMO, PCA, GLCM, etc, and ensemble mod-
els as fusion. Moreover, operations are categorized based 
on imaging modalities, such as X-rays, CT, MRI, ultra-
sound images, and color medical images. Figure 9 is the 
stacked bar chart showing publication trends by year and 
split by sub-categories of imaging modality. This shows 
that the modality that was always used from 2019–2024 
was X-ray imaging, which increased until 2023 with a 
total of 21 papers [23–43]. The second position, namely 
CT image with a total of 3 papers [14, 44, 45]. Meanwhile, 
for other modalities with a total of 1 paper, namely MRI 

[46], ultrasound images [47], color images [48], the com-
bination of X-rays & CT [49], the combination of X-rays 
& color images [50], and the combination of ultrasound 
images & color images [51]. In the last two years, color 
images and ultrasound images have begun to be of inter-
est to be studied using AI.

In this study, ensemble models based on medical 
imaging have been employed in 7 studies in pneumonia 
detection [23, 25, 32, 38, 40–42], 2 studies in lung detec-
tion [30, 49], 2 studies in COVID-19 detection [24, 27], 
1 study in brain cancer prediction [46], 1 study in orth-
odontic diagnosis [26], 1 study in artery vein segmenta-
tion [44], 1 study predicting MVI in HCC patients [45], 
1 study in tuberculosis detection [29], 8 studies in den-
tal disease detection [31, 33, 35–37, 39, 43, 48], 2 stud-
ies in medical image classification/segmentation [50, 
51], 1 study in liver masses classification [47], 2 studies 
in pneumonia & COVID-19 detection [28, 34], and 1 
study in COVID-19 & lung detection [14]. The informa-
tion may be found in Table  3 and Fig.  10 illustrates the 
stacked bar chart showing publication trends by year and 
split by sub-categories of domain. AI is commonly used 
to create automated software algorithms that enhance 
diagnostic and data management in medical imaging [6]. 
Essentially, they are tools used to assist clinical decisions 
and help experts like doctors make more educated judg-
ments, particularly by utilizing ensemble models. These 
techniques have been utilized to improve the precision of 
diagnosing diseases such as COVID-19 [14] and dental 

Fig. 9  Publication trends by year and split by sub-categories of modality

 



Page 10 of 15Supriyadi et al. BMC Medical Imaging          (2025) 25:128 

Authors 
(Year)

Algorithms Modality Performances Domain
Baseline Fusion

Ko et al. (2019) 
[23]

RetinaNet & Mask R-CNN Weighted voting 
ensemble

25,684 chest x-ray 
(CXR) images & 28,989 
lung opacity bounding 
boxes

Mean average precision 
(mAP): 0.21746

Pneumonia detection

Livieris et al. 
(2019)[49]

SMO, C4.5, & kNN Weighted voting 
ensemble

5830 chest x-ray (Pneu-
monia), 566 lung mask 
(Tuberculosis), &
100 CT medical

Accuracy: Pneumonia 
82.53–83.49%, Tuberculosis 
69.79–71.73%, and CT medi-
cal 69–77%

Detecting lung abnor-
malities from chest X-rays

Brunese et al. 
(2020)[46]

First order, shape, gray level 
co-occurrence matrix, gray 
level run length matrix & 
gray level size zone matrix

Weighted voting 
ensemble

111,205 radiomic fea-
tures extracted from 
MRI images

Accuracy of 99% The benign grade I and 
the II, III, and IV malignant 
brain cancer detection

Deb and Jha 
(2020)[24]

NASNet, MobileNet & 
DenseNet

Ensemble Chest x-rays Accuracy of 91.99% COVID-19 detection into 
3 classes: Community Ac-
quired Pneumonia (CAP), 
normal, & COVID-19.

Mao et al. 
(2020)[25]

RetinaNet & Mask R-CNN Weighted aver-
age ensemble

26,684 chest x-rays Precision of 0.808, recall of 
0.813, and mAP of 0.2283

Detect pneumonia

Suhail et al. 
(2020)[26]

Logistic regression & neural 
networks

Random forest 
ensemble

287 cephalometric 
x-rays

Accuracy: primary or alterna-
tive outcome agreement 
93–98%

Predicting orthodontic 
extractions

Chandra et 
al.(2021) [27]

ANN, KNN, NB, DT, SVM-lin-
ear kernel, SVM-radial basis 
function, & SVM-polynomial 
kernel

Majority voting 
ensemble

2346 chest x-rays Accuracy of 93.41% Automatic COVID screen-
ing (ACoS) system

Golla et 
al.(2021) [44]

2D and 3D versions of U-Net, 
V-Net, & DeepVesselNet

Ensemble Abdominal CT scans Dice similarity coefficients 
(DSC) of 0.758 for veins and 
0.838 for arteries

Artery and vein 
segmentation

Jiang et al. 
(2021) [45]

RRC model & 3D-CNN 
models

XGBoost 
ensemble

CT images: 7302 
radiomic features and 
17 radiological from 
405 patients

AUROC 0.887–0.906 Predicting MVI in HCC 
patients

Jin et al. (2021) 
[28]

AlexNet, ReliefF, & SVM Hybrid ensemble 1743 chest x-rays Overall accuracy rate: 
98.642 ± 0.398%

Diagnosis between 
COVID-19, common viral 
pneumonia, and normal

Rahman et al. 
(2021) [29]

ResNet101, VGG19, & 
DenseNet201

XGBoost 
ensemble

7000 chest x-rays Accuracy of 99.92%, precision 
of 99.85%, & sensitivity of 
100%

Detect tuberculosis (TB) 
and normal

Sagor et al. 
(2021) [30]

Inception-v3, VGG16, & 
ResNet-50

XGBoost 
ensemble

112,120 chest x-rays Accuracy of 88.14% Detecting lung disease

Tao et al. 
(2021) [14]

AlexNet, GoogleNet, & 
ResNet.

Relative majority 
voting ensemble

7,500 lung CT images Accuracy of 99.05% Detecting COVID-19 
between lung tumor and 
normal lung

Bui et al. 
(2022) [31]

VGG, Resnet, Xception, & 
SVM

Majority voting 
ensemble

95 Panoramic x-rays 
generate 533 tooth 
regions

Accuracy of 93.58%, sensitiv-
ity of 93.91%, & specificity of 
93.33%

Automated caries 
screening

Gokul et al. 
(2022) [32]

CAPSNet & VDSNet Snapshot 
ensemble

5,856 chest x-rays Accuracy, precision, specific-
ity: 0.98 & recall: 0.96

Pneumonia diagnosis 
between pneumonia and 
normal class

Imak et al. 
(2022) [33]

Multi-input AlexNet Scored-based fu-
sion ensemble

340 periapical x-rays Accuracy of 99.13% Caries detection between 
caries and non caries class

Iqball and 
Wani (2022) 
[34]

ResNet101, InceptionV3, 
MobileNetV2, NasNet, & 
Xception

Weighted sum 
ensemble

1,088 chest x-rays Accuracy, precision, recall: 
100%

Pneumonia detection 
between COVID-19, 
pneumonia, normal

Table 3  The research specifics on disease diagnosis based on medical imaging using ensemble AI
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Authors 
(Year)

Algorithms Modality Performances Domain
Baseline Fusion

Jaiswal et al. 
(2022) [35]

ResNet50V2, ResNet101V2, 
MobileNetV3Small, Mo-
bileNet, MobileNetV3Large, 
EfficientNetB0, Efficient-
NetB1, & EfficientNetB2

XGBoost 
ensemble

500 panoramic x-rays Accuracy: tooth wear 91.8%, 
periapical 92.2%, periodonti-
tis 92.4%, tooth decay 93.2%, 
missing tooth 91.6%, and 
impacted tooth 90.8%

Multi oral disease classi-
fication: tooth wear, peri-
apical, periodontitis, tooth 
decay, missing tooth, and 
impacted tooth

Muller et al. 
(2022) [50]

DenseNet121, Efficient-
NetB4, InceptionResNetV2, 
MobileNetV2, ResNeXt101, 
ResNet101, VGG16, Xception, 
& Vanilla architecture

Augmenting, 
bagging, & stack-
ing ensemble

5,000 CHMNIST 
(histology), 2,905 
COVID (X-ray), 
25,331 ISIC (dermos-
copy), & 35,126 DRD 
(ophthalmoscopy)

Average accuracy: CHMNIST 
98%, COVID 96%, ISIC 92.75%, 
& DRD 81.5%

Medical image classifica-
tion: CHMNIST, COVID, 
ISIC, and DRD

Alsubai (2023) 
[36]

Principle Component Analy-
sis (PCA) & Chi-square (chi2)

Stacking 
ensemble (Ex-
treme gradient 
boosting (XGB), 
random forest 
(RF), & extra trees 
classifier (ETC))

10,375 bitewing x-rays Accuracy: 97.36%, precision: 
96.14%, recall: 96,84%, & F1 
score: 96.65%

Enhancing prediction of 
tooth caries and tooth 
normal

Azhari et al. 
(2023) [37]

ResNet50, ResNext101, & 
Vgg19

Ensemble U-Nets 771 bitewing x-rays: 
adult 554 & pediatric 
217

IoU averaged of adult: zero 
98%, primary 23%, moder-
ate 19%, & advanced carious 
lesions 51%
IoU averaged of pediatric: 
zero 97%, primary 8%, 
moderate 17%, & advanced 
carious lesions 25%

Detection of interproxi-
mal carious lesions on 
primary and permanent 
dentition

Bhatt and 
Shah (2023) 
[38]

3 CNN models with kernel 
sizes: 3×3, 5×5, & 7×7

Weighted 
ensemble

5,863 chest x-rays Accuracy, recall, precision, & 
F1 score: 99.23%

Pneumonia detection 
between pneumonia and 
normal

Haghanifar et 
al. (2023) [39]

CNN, InceptionNet, Encoder, 
& CheXNet,

PaXNet (Cap-
sule network 
ensemble)

470 panoramic x-rays 
where the teeth total 
is 1229; 616 maxillary & 
613 mandibular

Accuracy: 81.44% maxilla & 
73.67% mandible

Tooth segmentation and 
dental caries detection: 
healthy and carious

Mabrouk et al. 
(2023) [40]

DenseNet169, MobileNetV2, 
& Vision Transformer

Ensemble 
learning

5,856 chest x-rays Accuracy: 93.91%, precision: 
93.96%, recall: 92.99%, & F1 
score: 93.43%

Pneumonia detection 
between pneumonia and 
normal

Nakata and 
Siina (2023) 
[47]

16 CNNs (Xception, Incep-
tionV3, InceptionResNetV2, 
ResNet50 & 101, ResNeXt50 
& 101, SeResNetXt50 & 101, 
EfficientnetB0-B6)

Soft voting, 
weighted 
average voting, 
weighted hard 
voting, & stack-
ing ensemble

Ultrasound im-
ages: 6320 benign 
liver tumor (BLT), 2320 
liver cyst (LCY), 9720 
metastatic liver cancer 
(MLC), 7840 primary 
liver cancer (PLC)

Best ROC AUC: 0.944 BLT, 
0.999 LCY, 0.891 MLC, & 0.903 
PLC

Multiclass classification of 
ultrasound images of liver 
masses

Paul and 
Naskar (2023) 
[41]

DenseNet169, VGG16, & 
InceptionV3

Soft voting 
ensemble

5,856 children’s lung 
chest x-ray

Accuracy of 92.79% Children’s pneumonia 
detection between pneu-
monia and normal

Tareq et al. 
(2023) [48]

YOLO v5s, v5m, v5l, & 
v5x, ResNet50, VGG16, & 
DenseNet3

Ensemble 233 de-identified 
anterior teeth speci-
mens and 1703 after 
augmentation

Accuracy of 86.96% Visual diagnostics of 
dental caries

Dang et al. 
(2024) [51]

Deep neural networks 
(VGG16, ResNet34, & 
ResNet101)

Weighted 
ensemble

Medical image: 
300 CVC-ColonDB, 
912 CVC-Endo-
SceneStill-2017, 808 
MICCAI2015, 1000 
CAMUS-ED, & 1000 
CAMUS-ES

Dice score: CVC-ColonDB 
0.95, CVC-EndoSceneS-
till-2017 0.73, MICCAI2015 
0.84, CAMUS-ED 0.94, & 
CAMUS-ES 0.94

Two-layer ensemble of 
deep learning mod-
els for medical image 
segmentation

Table 3  (continued) 
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caries [36]. The need for these systems is quickly grow-
ing because of their effectiveness in providing explana-
tions and logical reasoning [1]. Clinical decision support 
systems that utilize AI, particularly the ensemble model, 
have the main objective of providing professional assis-
tance to healthcare practitioners. While AI provides 
assistance to professionals, it also faces the difficulty of 
addressing the practical consequences of doctors’ judg-
ments [11]. In the field of medical imaging, AI mostly 
aids clinicians in the earliest stages of diagnosis, rather 
than making the final decision to proceed with a course 
of action. This SLR investigates the application of ensem-
ble models in medical imaging for disease diagnosis. 
It evaluates the effectiveness of these models in various 
areas such as pneumonia/COVID-19/lung/tuberculo-
sis detection, dental disease identification, brain cancer 
prediction, artery vein segmentation, predicting micro-
vascular invasion in hepatocellular carcinoma patients, 
medical image classification/segmentation, and liver 
masses classification.

Table 3 shows that studies are increasingly using 
ensemble models in medical imaging. Deb and Jha [24] 
used ensemble-based combined NASNet, MobileNet, 
and DenseNet to assess the accuracy of COVID-19 
detection from chest X-rays into 3 classes: pneumonia, 
normal, and COVID-19. The model has an accuracy 
of 91.99%, indicating a high level of accuracy, but the 
risk of overfitting due to the limited number of train-
ing images. In addition, this study has challenges in data 
quality and data heterogeneity. At the same time, Mao et 
al. [25], demonstrated comparable outcomes by employ-
ing a weighted average ensemble-powered CNN model 
(RetinaNet and mask R-CNN) for pneumonia detec-
tion. The computer-aided detection approach demon-
strated a mean precision of 0.808 and a recall of 0.813. 
However, the study had a sample imbalance, with very 
few positive samples for training. Besides that, this study 
has challenges in distinguishing the quality of X-rays. 
Then, the practical application and clinical validation are 
insufficient.

Fig. 10  Publication trends by year and split by sub-categories of domain

 

Authors 
(Year)

Algorithms Modality Performances Domain
Baseline Fusion

Gupta et al. 
(2024) [42]

DenseNet201, MobileNetV2, 
& InceptionResNetV2

Stacked 
ensemble

5,216 chest x-ray Accuracy of 94% Precise pediatric pneu-
monia diagnosis between 
pneumonia and normal

Marginean et 
al. (2024) [43]

U-Net, Feature Pyramid 
Network, & DeeplabV3

Ensemble 
learning

1,000 panoramic x-rays Accuracy: 99.42% & mean 
dice coefficient 68.2%

Teeth segmentation 
and carious lesions 
segmentation

Table 3  (continued) 
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Research for the detection of pneumonia and COVID-
19 will continue to increase until 2024. Rahman et al. 
[29] used baseline ResNet101, VGG19, DenseNet201, 
and fusion XGBoost ensemble that achieved an accu-
racy of 99.92% for 2 classes: Tuberculosis and normal, 
but overfitting still occurred. Meanwhile, Iqball and Wani 
[34] used ResNet101, InceptionV3, and MobileNetV2 as 
baseline and Weighted sum ensemble as fusion, which 
achieved 100% accuracy, precision, and recall, respec-
tively, for 3 classes: pneumonia, COVID-19, and nor-
mal. the study has limited or biased data can affect its 
performance. Bhatt and Shah [38], used 3 CNN models 
with kernel sizes: 3 × 3, 5 × 5, & 7 × 7 as a baseline and 
a weighted ensemble as fusion, which achieved accuracy, 
recall, precision, and F1 score of 99.23%, respectively, for 
2 classes: pneumonia detection and normal detection. 
However, the study has data scarcity and may suffer from 
overfitting. And now Gupta et al. [42] used combined 
DenseNet201, MobileNetV2, and InceptionResNetV2, 
and then stacked ensemble as fusion, which achieved 
an accuracy of 94% for pediatric pneumonia diagnosis 
between pneumonia and normal. However, existing tech-
niques may not possess the necessary level of sensitivity 
to pneumonia detection effectively. From 2019 to 2024 
using chest x-rays for pneumonia/COVID-19 detection 
often use ensemble DL, where DL is used as the baseline.

Next, research for dental disease identification. Started 
by Suhail et al. [26] used logistic regression and neu-
ral networks as a baseline and random forest ensemble 
as fusion based on cephalometric x-rays for predicting 
orthodontic extractions, which achieved an accuracy of 
93–98%, but may not capture all relevant clinical infor-
mation. This study uses a dataset of 287 patients evalu-
ated by five orthodontists, but its practical application 
and clinical validation in a real-world setting are still 
lacking. Imak et al. [33] used multi-input AlexNet and 
a scored-based fusion ensemble based on periapical 
x-rays for caries detection, which achieved an accuracy 
of 99.13%, but the dataset was relatively small. Alsubai 
[36] explained enhancing the prediction of tooth caries 
and tooth normal based on bitewing x-rays, which used 
PCA, chi2, and stacking ensemble as fusion. It achieved 
an accuracy of 97.36% but cannot provide a complete 
assessment of all mouth lesions in a single attempt. Mar-
ginean et al. [43] used U-Net, Feature Pyramid Network, 
and DeeplabV3 as baseline and ensemble learning, which 
achieved an accuracy of 99.42% based on panoramic 
x-rays for teeth segmentation and carious lesions seg-
mentation but might introduce subjective bias.

A study for the detection of the benign grade I and II, 
III, and IV malignant brains based on MRI by Brunese 
et al. [46] used ML (first order, shape, gray level co-
occurrence matrix, gray level run length matrix, and 
gray level size zone matrix) as a baseline and weighted 

voting ensemble as fusion, which achieved an accu-
racy of 99% but may not always be consistent. Research 
based on abdominal CT scans by Golla et al. [44] for 
artery and vein segmentation used 2D and 3D versions 
of U-Net, V-Net, and DeepVesselNet, which achieved a 
DSC of 0.758 for veins and 0.838 for arteries but unseen 
anomalies in the training data. At the same time, Jiang 
et al. [45] explained the RRC model, 3D-CNN models, 
and XGBoost for predicting MVI in HCC patients, with 
AUROC 0.887–0.906, so needs improvement. Nakata 
and Siina [47] used 16 different CNNs and ensemble (soft 
voting, weighted average voting, weighted hard voting, 
and stacking) for multiclass classification of ultrasound 
images of liver masses, with best ROC AUC: 0.944 BLT, 
0.999 LCY, 0.891 MLC, & 0.903 PLC, but have image 
similarity each dataset and inadequate clinical validation. 
All these papers provide a forward-looking view using an 
ensemble based on medical imaging.

All the research in this SLR shows that the challenges 
and limitations that are often repeated are data scarcity, 
data quality, data heterogeneity, data imbalance, and dif-
ficulty to access because of confidential patient data, so 
the data used in the ensemble model is still relatively 
small and overfitting can still occur. In addition, it takes 
a lot of memory and processing resources to train and 
maintain several ensemble models. Even in the 30 papers 
on this SLR, there is no detailed discussion of the clini-
cal validation and practical application. The main focus is 
on theoretical research and model performance analysis, 
with limited introduction of integrated model application 
cases in real clinical settings. These challenges highlight 
the necessity of effective and scalable ensemble mod-
els that can manage the intricacies of medical imaging 
assignments. To address data quality, studies emphasize 
preprocessing using techniques such as robust and also 
using augmentation methods. While for data heteroge-
neity using transfer learning methods or even a combi-
nation of models or carefully selecting and engineering 
features that are relevant to the task in medical imaging.

Conclusions
This study employs medical imaging to uncover the lat-
est advancements and techniques in diagnosing disease 
using ensemble models and data-driven approaches. 
When implementing ensemble models for diagnosing 
diseases utilizing medical imaging in real-world scenar-
ios, it is crucial to incorporate real patient data and utilize 
interpretable ensemble models to provide accurate expla-
nations for the final predictions. A comprehensive review 
of 30 research papers indicates that further investigation 
is required to establish consistent effectiveness in health-
care environments. Despite the widespread dominance of 
deep learning in the field, the ensemble model continues 
to be extensively utilized by academics and practitioners 
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as a method for decreasing variance (bagging) and bias 
(boosting) or increasing prediction (stacking). This SLR 
explains that researchers have observed the emergence 
of ensemble models for disease diagnosis using medi-
cal imaging because these models have shown increased 
accuracy, with the average accuracy of 30 research papers 
in SLR showing more than 90.14%. However, ensemble 
models require a lot of memory and processing resources 
to train and maintain them. Although ensemble models 
are able to overcome overfitting, in this SLR there is still 
overfitting due to data scarcity, data quality, data het-
erogeneity, data imbalance, and difficulty in accessing 
because patient data is confidential, so the data used in 
ensemble models is still relatively small. These challenges 
highlight the necessity of effective and scalable ensemble 
models that can manage the intricacies of medical imag-
ing assignments. To mitigate this, techniques like cross-
validation, pruning, regularization, resampling, using 
different performance metrics, optimizing the code, and 
using efficient algorithms. Besides ensuring the privacy 
and security of patient data, AI must comply with strin-
gent regulations to protect sensitive health information 
from breaches and misuse, so that maximizes its benefits 
while minimizing potential risks when integrating AI into 
clinical settings. The discussion sections may also provide 
guidance for future studies by highlighting the limitations 
of ensemble models. In the future, the utilization of the 
ensemble model in diagnosing diseases based on medi-
cal imaging is anticipated to reveal a multitude of unex-
plored prospects. In addition, it can be integrated with 
patient data and become a hybrid model or the practical 
application and clinical validation that provides recom-
mendations for patients, but the doctor still makes the 
final decision.
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